Chapter 2
Discrete-Time System Models for Control

2.1 Deterministic Environment

2.1.1 Input-Output Difference Operator Models

We will consider single-input single-output time invariant systems described by
input-output discrete-time models of the form:

na np

YO ==Y aiyt—i)+ Y but—d—i) 2.1
i=l1 i=l1

where ¢ denotes the normalized sampling time (i.e., t = TLS, Ts = sampling period),
u(t) is the input, y(¢) is the output, d is the integer number of sampling periods
contained in the time delay of the systems, a; and b; are the parameters (coefficients)
of the models. As such the output of the system at instant ¢ is a weighted average of
the past output over an horizon of n 4 samples plus a weighted average of past inputs
over an horizon of np samples (delayed by d samples). This input-output model
(2.1) can be more conveniently represented using a coding in terms of forward or
backward shift operators defined as:

q 2 forward shift operator (gy(t) = y(t + 1)) (2.2)

-14

q backward shift operator (q_ly(t) =y —1)) (2.3)

Using the notation:

na
1+Y aig =A(gH=1+4""4"@™H 2.4)
i=1
where:
A H=1+aig”" +-+anq ™ (2.5)
Ag H=ar+aq '+ tay, g (2.6)
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and:
np
Y big7 =BqH)=q"B*(q" @7
i=1
where:
B(g Y =big7 +bag 2+ A byyg " (2.8)
B*q ) =bi+byg” "+ +bayg ! 2.9)
Equation (2.1) can be rewritten as:
Aq Ny =q""Bg Hu@®)=¢"'B* (g Hu() (2.10)
or forward in time:
Alg™Dy(t +d) = Blg Hu) (2.11)
as well as:!
(i +1)=—A%y(t) + ¢ B u@t) = —A*y(t) + B*u(t — d) (2.12)
Observe that (2.12) can also be expressed as (the regressor form):
y(t+1)=0"¢(@) (2.13)
where 6 defines the vector of parameters
07 =lar,....an,. b1, ... byl (2.14)

and ¢(¢) defines the vector of measurements (or the regressor)
o' (W) =[—y(®),....,—y(t —na+ D,u(t —d),...,u(t —d —ng+ 1] (2.15)

The form of (2.13) will be used in order to estimate the parameters of a system

model from input-output data. Consider (2.10). Passing the quantities in the left and
1

in the right through a filter AT one gets:
(1) =G~ Hu() (2.16)
where:
G qB(g™") 2.17)
q )=—" 1 .
A

is termed the transfer operator.
Computing the z-transform of (2.1), one gets the pulse transfer function charac-
terizing the input-output model of (2.1):?

z79B(z7

6=

(2.18)

'In many cases, the argument g~

will be dropped out, to simplify the notation.
2 A number of authors prefer to use the notation G (z) for this quantity, instead of G(z™Y), in order

to be coherent with the definition of the z-transform.
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Observe that the transfer function of the input-output model of (2.1) can be for-
mally obtained from the transfer operator by replacing the time operator g by the
complex variable z. However, one should be careful since the domain of these vari-
ables is different. Nevertheless in the linear case with constant parameters one can
use either one and their appropriate signification will result from the context.

Note also that the transfer operator G(g ') can be defined even if the parameters
of the model (2.1) are time varying, while the concept of pulse transfer function
does simply not exist in this case.

While in most of the developments throughout the book we will not need to
associate a state-space form to the input-output model of (2.1), this indeed clarifies
a number of properties of these models, in particular the definition of the “order” of
the system.

Theorem 2.1 The order r of the system model (2.1), is the dimension of the minimal
state space representation associated to the input-output model (2.1) and in the case
of irreducible transfer function it is equal to:

r=max(ng,npg+d) (2.19)
which corresponds also to the number of the poles of the irreducible transfer func-

tion of the system.

The order of the system is immediately obtained by expressing the transfer oper-
ator (2.17) or the transfer function (2.18) in the forward operator g and respectively
the complex variable z. The passage from G(z~!) to G(z) is obtained multiplying
by z":

_ B Z'Bi™h

G(2) = —= = 2.20
@ Az) 7A@ (220
Example

—3b -1 b -2

Geh=1"0E 0D x,5)=5
14+aiz—
biz+by

G(z) = —— 2
@) 2 +az

To see that r effectively corresponds to the dimension of the minimal state space
representation let us consider the following observable canonical form:

x(t + 1) = Agx (1) + Bou(r) 2.21)
y(t) = Cox (1) (2.22)

where x(¢) is the state vector and the matrices (or vectors) Ag, Bp, Cp are given by:
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(@) np+d>ny

Ag=

b

ng_|
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Co=11,0,...,0]

(b) ng>=np+d

—aj

Ag=

| —Any

Co=11,0,..

., 0]

1
0
1
0
d
np
O_
’ BO_

0 1]

The input-output transfer function is given by:

G(z) = Co(zI — Ag) " 'By =

Remarks

B(2) B 4Bz YH

A(z)  ZTAETD)

ng+d-—ny

np

na— (np+d)

(2.23)

e If np +d > nyu, the system will have np + d — n 4 poles at the origin (z = 0).

e One has assumed that Ag, By, Co is a minimal state space realization of the sys-
tem model (2.1), i.e., that the eventual common factors of A(z~!) and B(z™!)
have been canceled.



2.1 Deterministic Environment 39

In general we will assume that the model of (2.1) and the corresponding transfer
function (2.18) is irreducible. However, situations may occur where this is indeed
not the case (an estimated model may feature an almost pole zeros cancellation).
The properties of the system model in such cases are summarized below:

e The presence of pole zeros cancellations correspond to the existence of unobserv-
able or uncontrollable modes.

e If the common poles and zeros are stable (they are inside the unit circle) the
system is termed stabilizable, i.e., there is a feedback law stabilizing the system.

e If the common poles and zeros are unstable, the system is not stabilizable (a feed-
back law stabilizing the system does not exist).

The co-primeness of A(z~!) and B(z~!) is an important property of the model.
A characterization of the co-primeness of A(z~!) and B(z~!) without searching the
roots of A(z~!) and B(z™!) is given by the Sylvester Theorem.

Theorem 2.2 (Wolowich 1974; Kailath 1980; Goodwin and Sin 1984) The polyno-
mials A(qg™"), g~¢B(q™") are relatively prime if and only if their eliminant matrix
M (known also as the Sylvester Matrix) is nonsingular, where M is a square matrix
r X r withr =max(na,np +d) given by:

np+d na

1 o ... 0 o ... ... 0 7

a1 : b}

an 0 b/z b/l
1 ; b,

) na+np+d (2.24)

aj

an, az by,

0 E 0 ... ...

L0 ... 0 au, 0 0 0 b;lB, i
na+np+d

where: b; =0 fori =0,1,...,d; b =b;_q fori >d + 1.

Remarks

e The nonsingularity of the matrix M implies the controllability and the observ-
ability of the associated state space representation.

e The condition number of M allows to evaluate the ill conditioning of the ma-
trix M, i.e., the closeness of some poles and zeros.

e The matrix M is also used for solving the diophantine equation (Bezout identity):

A HSE Y +z7BEHRE =P
for S and R, given P (see Sect. 7.3 Pole Placement).
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2.1.2 Predictor Form (Prediction for Deterministic SISO Models)

The model of (2.1) or of (2.12) is a one step ahead predictive form. A problem of
interest is to predict from the model (2.1) future values of the output beyond (¢ + 1)
based on the information available up to the instant ¢, assuming in the deterministic
case that disturbances will not affect the system in the future. A typical example is
the control of a system with delay d for which we would like either to predict its
output d + 1 step ahead based on the measurements and the controls applied up to
and including the instant ¢ or to compute u(¢) in order to reach a certain value of the
outputatt +d + 1.
Therefore the objective is in general to compute (for 1 < j <d + 1):

e+ /)= fly@),y¢ —1,...,u@®),u—1),...] (2.25)
or a filtered predicted value:
P(q D9+ /0 = frly@), y(t = 1), ... u(), u(t —1),...] (2.26)

where:

P@ DY=14+pig "+ +pu,g " =1+¢""P* (g
np<ng+j-—1 2.27)

Note that in deterministic case, due to the hypothesis of the absence of distur-
bances in the future, the future values of the output can be exactly evaluated.

To simplify the notation, (¢ + j/r) will be replaced by y(r + j). We will start
with the case j = 1, in order to emphasize some of the properties of the predictor.
For the case j = 1, taking account of (2.12) and (2.27), one has:

P(g Dyt +1)=(P* = A"y(@) +q “B*u(t) (2.28)
and, therefore, this suggests to consider as predictor the form:
P@ D3 +1) = (P* = ANy +q ' B*u(®) (2.29)
The prediction error:
e+ D)=yt +1)—y¢+1) (2.30)
will be governed by:
P(g Det+1)=0 2.31)

which is obtained by subtracting (2.29) from (2.28). Observe also that the prediction
equation has a “feedback” form since it can be rewritten as:

Fa+1) = (P* = AHy() — H(O)] — A*H@) + g~ Bu(1) (2.32)

(the prediction error drives the prediction). Note also that for P = A, (2.32) leads to
an “open-loop predictor” or “output error” predictor governed by:

i+ 1) =—A%g V50 + ¢ B* (g Hu@) (2.33)

i.e., the predicted output will depend only on the input and previous predictions.
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A state space observer can be immediately associated with the predictor of (2.29).
Associating to (2.1), the observable canonical state space representation (to simplify
the presentation, it is assumed thatd =0 and ny =np =r):

—a by
xG+D=]| o L xO+ |
a, by
y(@)=[1,0,...,0]x() (2.34)
the observer will have the form:
—ay b p1—ai
Re+=] 5 0 b o+ o+ o) = 50)]
_.ar . 0 b oy
y(@)=[1,...,0]x() (2.35)
and the state error X (1) = x(¢) — X(¢) is governed by:
—DP1
Fe+h=| 11 e (1) (2.36)
—Pr 0 0

(i.e., the polynomial P(g~") defines the dynamics of the observer).
For the case 1 < j <d + 1, one has the following result:
Theorem 2.3 The filtered predicted value P(q~")3(t + j) can be expressed as:
Pg O3+ )= Fi(g Hy) +Ej(q"HB*q Dut +j—d—1) (237
with:
degP(g ) <nsa+j—1 (2.38)
where E(q~") and F(q~") are solutions of the polynomial equation.
AEj(¢™)+q T FiqT)=Pg™") (2.39)
with:
Eigh=14eq '+ +ej1g7/"!
Fia ) =fi + fla +-+ flea™: np <max(aa—1n, — )
and the prediction error is governed by:

Pl DIyt +j) =3+ H1=0 (2.41)

(2.40)
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Proof Using (2.39) one can write:

P(g Yy +)=AG HEj(@ Dyt + j)+ Fi(g )y (2.42)

But taking into account (2.10), one finally gets:
P(g Dyt + ) =Filg Hy@ +Ej(@ HB*@q Hut+j—d—1) (243

from which (2.37) is obtained. Subtracting (2.37) from (2.43), the prediction error
equation (2.41) is obtained. O

Since one takes advantage of (2.10), it is clear that if j > d + 1 (long range
prediction), the predicted values y(r 4+ j) will depend also on future input values
(beyond r) and a “scenario” for these future values is necessary for computing the
prediction (see Sect. 7.7).

The orders of polynomials E; (g Y and F i (g~ ") assure the unicity of the solu-
tions of (2.39).

Equation (2.39) can be expressed in matrix form:

MxT =p (2.44)
where:
T _ . J J
xt =[le1,....ej—1, fo,---s fup] (2.45)
P=ILp1, o, Pugs Prgsrs -5 Pnatj—11

and M is a lower-triangular matrix of dimension (n4 + j) x (ng + j).

1 0 - ... .. .. .. ... 0
ai 1 0
a» aj 1
0
aj_1 aj— 1 0
aj aj_ aj 1 0
M=|aj+1 4 w10 : na+j (2.46)
. . . o .
an, 0
0 : 0
1 0
0O - -+ 0 a, 0 : 0 1
L j na J
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Because of the structure of the matrix M (lower-triangular), there is always an
inverse and one has:

xT=M""p (2.47)

Remark The j step ahead predictor can be obtained by successive use of the one

step ahead predictor (see Problem 2.1). One replaces: y(t+ j — 1) by y(t+j— 1) =
fIy+j—2) ..., theny(t+j—2)byyt+j—2)= fly@¢+j—3) ...]and

SO On.
Regressor Form

Taking into account the form of (2.37), the j step ahead predictor can be expressed
also in a regressor form as:

Pig Y9+ ) =0T (2.48)

where:
0T =1f]. s filer 80s - s ugrj2] (2.49)
¢T(t) =[y@),...,yt—np),ut+j—d—1),...,u(t —np—d+1)] (2.50)
GiqY=E;jB*=g0+g1q "+ +gjing—2q /" (2.51)

2.2 Stochastic Environment

2.2.1 Input-Output Models

In many practical situations, the deterministic input-output model given in (2.1) can-
not take into account the presence of stochastic disturbances. A model is therefore
needed which accommodates the presence of such disturbances.

An immediate extension of the deterministic input-output model is:

yt+1)=—A%g Hy®) +q B (@ Hu) + v+ 1) (2.52)

where v(#) is a stochastic process which describes the effect upon the output of
the various stochastic disturbances. However, we need to further characterize this
disturbance in order to predict the behavior of the system, and to control it.

Stationary stochastic disturbances having a rational spectrum can be modeled as
the output of a dynamic system driven by a Gaussian white noise sequence (Factor-
ization Theorem—Astrom 1970; Faurre et al. 1979; Astrom et al. 1984).

The Gaussian discrete-time white noise is a sequence of independent, equally
distributed (Gaussian) random variables of zero mean value and variance o2. This
sequence will be denoted {e(r)} and characterized by (0, o), where the first number
indicates the mean value and second number indicates the standard deviation.
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Fig. 2.1 Configuration for e(t)
additive stochastic *

disturbances, (a) equation a) C
error model structure,
(b) output error model Vi)
structure o + 1

u) —»  qdB -~

q > A y(t)
v(t)
b) qiB +*
u(t) — A —:O—» y(t)

A large class of stochastic processes of interest for applications will be described
by the output of a poles and zeros system driven by white noise called the Auto
Regressive Moving Average (ARMA) process.

Cqg™h
v(t) = e(t) (2.53)
D(g™h)
where:
ClgH=1l+cig '+ +eneqg™e (2.54)
Dig Y=1+dig7 "+ +dy,qg """ (2.55)

D(z~ 1) has all its roots inside the unit circle and it will be assumed that C(z 1) also
has all its roots inside the unit circle.?

For the case C (q_l) = 1, one has an autoregressive (AR) model and for the
case D(q_l) = 1 one has a moving average model (MA). However, v(¢) may act in
different part of the system. Equation (2.52) corresponds to the block diagram shown
in Fig. 2.1a (known also as the equation error model). If in addition v(¢) is modeled
by (2.53) with D(q_l) = 1, one obtains the Autoregressive Moving Average with
Exogenous Input (ARMAX) model (Fig. 2.1a):

yt+1)=—A%g Hy) + g7 B* (g Hu@) + Cg et + 1) (2.56)
or:

—d —1 —1
q “B(q™) Clq@™)
A ‘O age

y(@) = ) (2.57)
In general: n. <njy.

Equation (2.57) gives an equivalent form for (2.56) which corresponds to the
disturbance added to the output, but filtered by 1/ A(q_l). Howeyver, the disturbance
may be represented as directly added to the output as shown in Fig. 2.1b.

¢ 'B(q™"

A MO+ (2.58)

y() =

3Factorization theorem for rational spectrum allows for zeros of C(z~!) on the unit circle (Astrom
et al. 1984).
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This configuration is known as the output error model which can further be written
as:

Yyt +1)=—A%g Hy) +q B (g Hu@) + Alg"Hv@) (2.59)

A model of the form (2.53) can be associated to v(¢) in (2.58) (this is the Box-
Jenkins model). However, in many cases, one simply makes the hypothesis that
{u(#)} and {v(z)} are independent without considering a special model for v(z) (ex-
cept that it is assumed to be of finite power).

All these models allow a representation of the form:

yi+1D)=0Tp@t)+wi+1) (2.60)

where w(t 4 1) is different depending on the context, and 6 and ¢ are given by
(2.14) and (2.15), respectively.

2.2.2 Predictors for ARMAX Input-Output Models

In the stochastic context, the prediction takes its full significance since the future
values of the output will be affected by the disturbances for j > 1. However, the
information upon the disturbance model will be taken into account for constructing
a predictor. We will consider the ARMAX model:

y(t+1)=—A%g Oy +q B (g Hu@) + Clg et + 1) (2.61)

The objective is to find a linear predictor as a function of the available data up to
and including time ¢:

Ya+j/ =3+ )= fly@®),yt —1),...,u@),u—1),...] (2.62)
such that:
E{[y(t + j) — $(t + )1’} = min (2.63)
One has the following results.
Theorem 2.4 (Astrdm 1970) For the system of (2.61) provided that C(q™") is

asymptotically stable and e(t) is a discrete-time white noise, the optimal j step
ahead predictor minimizing (2.63) is given by:

.. Fi@™ Ej(¢ "B*(q™")
YD = g Cla ™

where F (g " and E I (g~ ") are solutions of the polynomial equation:

ClqH=4aG@HEj(¢H+q 7 Fig™ (2.65)

y(t) + w(t+j—d—1) (2.64)
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where:
Ei(gh)=14eig7 "+ +ej_1g77™! (2.66)
Fj(qil) = foj + f1/q7] + -4 anqan
np=na—1, nc <nua (2.67)

and the optimal prediction error is a moving average given by:
et + PDlopt =yt +j) = 3t + j) lopr= Eje(t + j) (2.68)

Note that for j = 1, the optimal prediction error is a white noise.

Proof From (2.65) one has:

Clg Dyt + j)=EjAy(t+ j) + Fjy() (2.69)
and using (2.61) one has:
Ay(t+ ) =Bu(t+j—d—1)+Cg He + ) (2.70)

Introducing (2.70) in (2.69) one gets:
Clq Hyt+j))=Fjyt) + EjB*u(t+j—d—1)+E;jCe(t+j) (2.71)
and respectively:
E;B
C

The expression of y(¢ + j) given by (2.72) has what is called an “innovation” form,
ie.:

ut+j—d—1)+Eje+j) (2.72)

t ) = Fj
ya+i) =2y +

ye+ )= fly®,y¢t—-1,...,utt+j—d-1),...]
+glet+1),e(t+2),....e(t + )] (2.73)

where the first term depends on the data available up to and including time #, and the
second term is the “true” stochastic term describing the future behavior which by no
means can be predicted at time ¢. Introducing (2.72) in the criterion (2.63) leads to:

E{ly(t+ j) — 5t + )H1*}

Fj E;B* , T
=E Ey(t)+ ut+j—d—=1)—=3t+j)

C

*

[ Fj E;B )
+2E [Eje(t + j)] 7y(t)+ " ut+j—d-1)

+E{[Eje(t + )%} (2.74)

The second term of the right hand side is null because E je(f + j) contains e(t + 1),
...,e(t+ j), which are all independent of y(¢), y(t — 1),...,.u(t+j—d—1),....
The third term does not depend on the choice of 3 (z + j) and therefore the minimum
is obtained by choosing y(¢ + j) given in (2.64) such that the first term will become
null.

Subtracting $(z + j) given by (2.64) from (2.72) gives the expression (2.68) of
the prediction error. O
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Rapprochement with the Deterministic Case

Comparing Theorem 2.4 with Theorem 2.3, one can see immediately that the predic-
tors for deterministic case and the stochastic case are the same if P(q’l) =C (q’1 ).
In other words, a deterministic predictor is an optimal predictor in the stochastic
environment for an ARMAX type model with C(¢~!) = P(¢~"). Conversely, the
polynomial C(g~") will define the decaying dynamics of the prediction error in the
deterministic case (and of the initial conditions in the stochastic case).

Rapprochement with the Kalman Predictor

Consider the ARMAX model of (2.61) with j =1,d =0,np <nga, nc =na to
simplify the discussion. This model admits a state space “innovation” representation
in observable canonical form given by:

—ay b} el —a
xt+D=| 1 I X0 + | bay | uit) + e(t)
—ay, () - 0 0 Cne —Any
(2.75)
Y1) =[1,0,...,00x(t) + () (2.76)

The optimal predictor of (2.64) for d =0, j = 1 can be rewritten as (E| =1,
Fi=C*— A*):

Cyt+1)=(C*—A"y@t)+ B 'u(®t) £ A*3(t) (2.77)
yielding:
Yt +1)=—A" + B*u(t) + (C* — AH[y(t) — (1] (2.78)

i.e., the predictor is driven by the prediction error which is an innovation process.
The associated state space representation of the predictor takes the form:

by
—daj] .
Re+D=| Iy R+ | by | u()
an, 0 - 0 0
c1 —ay
+ [y(®) —3(0)] (2.79)
Cny — an,y

() =[1,0,...,01x() (2.80)
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which is nothing else than the steady state Kalman predictor for the system (2.75)—
(2.76). The steady state Kalman predictor can be directly obtained by inspection,
since the model (2.75)—(2.76) is in innovation form. The objective is to obtain
asymptotically an output prediction error which is an innovation sequence, i.e.

Jim [y(@) = 3(0)] = e() (2.81)

Subtracting (2.79) from (2.75), one obtains for the dynamics of the state estimation
error xX(t) = x(t) — x(1):

Fe+D=| N () (2.82)
—cpe O 0
Therefore the poles associated with the state estimation error are defined by

C(z~") which is assumed to be asymptotically stable.
Taking this into account, it results that:

tingo[y(t) —y®»1=I11,0,...,0] tino]o)?(t) +e(t) =e(t) (2.83)

Regressor Form

Taking into account (2.64), the j step ahead predictor can be expressed as:

Cyt+j)=Fiy®)+Gjut+j—d—1) (2.84)
where:
Gj=EjB =go+81q" +- - +gjin—29 """ (2385)
from which one obtains:
CHt+)=0"p @) (2.86)
where:
0T =1f]. s filer 80s - s 8jinp—2] (2.87)

oL () =1[y(@),....y(t —np)u(t+j—d—1),...,ut —ng —d+1)] (2.88)
An alternative regressor form is:
Y+ ) =6, ¢e(1) (2.89)
where:
0f =107, c1,...,cncl (2.90)
b)) =[¢" (1), =$U+j—1),..., =9+ j —nc)] (2.91)
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For the case j = 1, the predictor equation takes the form:
F(t+1) = (C*— ANy(t) + g B*u(t) — C*5(1) (2.92)

allowing the representation shown above. However, this predictor can also be rewrit-
ten as:

Y +1)=—A"y0)+q B*u@)+ C*y@) — 5(1)] (2.93)

leading to the regressor form representation:
F+1) =67 pe(t) (2.94)

where:
0 =lar,...,any, b1, ..., by, Cl,. .\ Cncl (2.95)
dL () =[—y(t),....,—yt —na+D,ut —d),...,u(t —d —ng +1),
e(t),....,e(t —nc+1)] (2.96)
e()=y(t) —y@®) (2.97)
Equation (2.93) can also be equivalently rewritten as (by adding +=A*3(¢)):

F+1)=—A*H(0) +q B u(t) +[C* — A*][y() — H()] (2.98)

leading to the regression form representation (2.94) where now:

6 =lar,....an,, b1, ... bug, h1,. .. Byl (2.99)
dL () =[-3(),.... =9t —na+D,ut —d),...,u(t —d —npg +1),

g(t),...,e(t —ne + 1] (2.100)

hi=ci—a;; i=1,...,nc (2.101)

These different forms of one step ahead predictor will be used for the estimation
of the parameters of a plant model in a stochastic environment.

An important characteristic of the predictors for ARMAX models is that the pre-
dicted values depend upon (i) current and previous values of the input and output
and (ii) current and previous values of the prediction.

2.2.3 Predictors for Output Error Model Structure

Let us consider now the case where the stochastic disturbance v(¢) affects directly
the output:

¢ 'B*(q7h
A(g™h

under the hypothesis that {v(¢)} and {u(¢)} are independent and that {v(#)} has finite
variance.

yt+1)= u(t) + vt + 1) (2.102)
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The objective is to find a linear predictor depending on the information available
up to and including # which minimizes the criterion:

E{ly(t+ 1) — 5@+ D) (2.103)
Introducing (2.102) in (2.103), one gets:

E{ly(r+1) -3+ D%}

_E“:q_dB* N :|2} 2
= ut) —y@+1 + E{v(?)°}

A*
—d p*

A*

+2E{v(t+1)[q u(t)—y(z+1)“ (2.104)

The third term of this expression is null, since v(¢) is independent with respect
tou(t),u(t — 1), ... and linear combinations of these variables which will serve to
generate y(¢ + 1). The second term does not depend upon the choice of (¢t + 1) and
the criterion will be minimized if the first term becomes null. This leads to:

C]_d *
ye+1)= YR, (2.105)
or:
Pt +1)=—A*5(1) + ¢ B u(r) (2.106)

known as the output error predictor.

Its main characteristic is that the predicted output will depend only upon (i) the
current and previous inputs and (ii) the current and previous predicted outputs (in
the ARMAX case the predicted output depends also upon current and past measure-
ments).

The output error predictor can be expressed also in the regressor form:

S+ =0"¢@) (2.107)

where:
07 =lar,....an . b1,..., byl (2.108)
T =[—9@),...,— 9t —na+ D, ut —d),...,u(t —d —ng +1)] (2.109)

2.3 Concluding Remarks

1. In a deterministic environment the discrete-time single input, single output mod-
els describing the systems to be controlled are of the form:

YO ==Y aiyt—i)+ Y but—d—i) ()

i=1 i=l1
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where y(¢) is the output and u(z) is the input. Using the delay operator
g '(y(t — 1) =g~ 'y(r)), the model (x) takes the form:
Y+ 1D ==A%g Hy0) +q¢ B g Hu)

where:

na
A H=1+) aig7 =1+q"'A"@q ™"
i=1
np
Blg™hY=) big7 =q"'B*@q"
i=1
2. The filtered predicted values of y(¢), j steps ahead (for j up to d + 1) can be
expressed as a function of current and previous input-output measurements:

P3G+ )N =Filg Hyt+H+Ej(g B (g Hut+j—d-1)
with:
degP(g™) <na+j—1
where E (g Y and F i (g~ 1) are solutions of the polynomial equation:
Pa) =A@ DEjq ) +qa T Fiq™
3. In a stochastic environment, the input-output model takes the form:
Y+ 1) =—A%y() +q B u@®) + vt + 1)
or:
Yt +1)=—A%y() +q 4B ut) + Av(t + 1)

where v(z + 1) represents the effect of a stochastic disturbance. The first model
corresponds to the equation error model and the second model corresponds to
the output error model.

4. Typical forms for the stochastic disturbances are:

-1
1) v() = DC((q,l))e(t) where e(t) is a zero mean white noise

(ii) {v(r)} is a zero mean stochastic process of finite power and independent of
u(t). For the case v(t) = C(q_l)e(t), the equation error model is an AR-
MAX model:

y(t+1)=—A%y(t) + g ¢ B*u(t) + Ce(t + 1)
5. The optimal j step ahead predictor for ARMAX models has the form:

. . F E;B* ,
Y(I+J)=FY(f)+ C ut+j—d-1)

where E (g Y and F i (g~ 1) are solutions of the polynomial equation:

Clq =A@ HEj(gH+q 7 Ej(¢™")
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6. Predictors for the deterministic models and stochastic ARMA models are the
same if P(g~) =C(g™).
7. The one step ahead optimal predictor for the output error model, when v(t) is
independent with respect to the input, is:
—d px*

B
u(t)

. q
t+1)=
yae+1) 2

(it depends only upon the input).

2.4 Problems

2.1 Show that the j-step ahead predictor (2.37) for y(¢) given by (2.1) can be ob-
tained by successive use of one step ahead predictors.

2.2 From (2.64) it results that the j-step ahead predictor of y(z + 1) given by (2.60)
can be expressed as:

Y+ =fI3¢+j—1.3C+j—=2),....90), yt = 1),...,
ut+j—d—D,u@t+j—d—-2),...]

Using a second polynomial division show that one can express y(¢ + j) as:

Ye+ )= fly®,y¢—D,...;u@t+j—d—1D,u@t+j—d—2),...]

2.3 Give a recursive formula for the computation of the polynomials E (g~ H
and Fjig (q_l) in (2.39), knowing the solutions Ej(q_l) and F; (q_l).

2.4 Construct the one step ahead optimal predictor for:

g Bg™h
A(@™h)

y(@) = ut) + = e(t)

(g=HA@@™)
where e(t) is a white noise.

2.5 Construct the one step ahead optimal predictor for:

—d —1 —1
q “B@™") Cq )
a@ D Ot e

y(@) = e(t)

where e(t) is a white noise.

2.6 Consider the ARMAX model:

—d -1 -1
q “B(q )u(t)—l-C(q_l;e(t)

YO =G Alq

where:

_R@™H
Sg=h

Construct the one step ahead optimal predictor for y(z).

u(t) = y(@) +r(@)
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2.7 Consider the continuous-time transfer function:
GE—S‘L’
14sT

Compute the zero-hold, discrete-time equivalent model. The relation between the
continuous-time delay and the discrete-time delay is:

G(s) =

t=dTs+L; O0<L<Tg

where Ty is the sampling period and L is the fractional delay. Examine the position
of the discrete-time zeros for various values of L. Does the system has always stable
discrete-time zeros?

2.8 Give examples of discrete-time models featuring:

(a) unstable discrete-time zeros but “minimum phase” behavior
(b) unstable discrete-time zeros and “non-minimum phase” behavior
(c) stable discrete-time zeros but “non-minimum phase” behavior

(non-minimum phase behavior = the time-response to a positive step starts with

negative values).

2.9 Consider the discrete-time model:
big™" +byg?
I+ fig™HA + fr472)
Verify that for f, = — 2—?, the determinant of the Sylvester matrix (2.24) is null.
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